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ABSTRACT

A method for providing object information for a scene in a
wearable computer is disclosed. In this method, an image of
the scene is captured. Further, the method includes determin-
ing a current location of the wearable computer and a view
direction of an image sensor of the wearable computer and
extracting at least one feature from the image indicative of at
least one object. Based on the current location, the view
direction, and the at least one feature, information on the at
least one object is determined. Then, the determined infor-
mation is output.

50 Claims, 15 Drawing Sheets
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1
METHOD AND APPARATUS FOR
SELECTIVELY PROVIDING INFORMATION
ON OBJECTS IN A CAPTURED IMAGE

TECHNICAL FIELD

The present disclosure relates generally to a wearable com-
puter, and more specifically, to providing real-time informa-
tion on objects in an image captured by the wearable com-
puter.

BACKGROUND

In recent years, mobile devices have become popular
among users. These devices often provide various functions
such as data communication capabilities over a wireless net-
work, image capturing capabilities through the use of a cam-
era, and so forth. Due to their portability, users typically carry
the devices with them most of the time.

More recently, various types of mobile devices that can be
worn by auser have been introduced. One such type of mobile
devices is a computer implemented in eyeglasses. Such
mobile devices generally include a pair of conventional opti-
cal lenses and a display screen for displaying data or infor-
mation. As such, users may view a current scene through the
lenses while having access to data or information displayed
on the display screen.

Such mobile devices generally include a camera to capture
an image and may provide a user with an identification of an
object in the image. However, such devices may not be able to
provide more meaningful information on objects that can be
helpful to users. For example, such devices may not be able to
accurately identify or determine a specific location of an
object from a captured image. And even if the object is iden-
tified, for example, by its name, such identification may not
be particularly helptul to the user.

SUMMARY

The present disclosure relates to providing object informa-
tion on at least one object in a scene for output to a wearable
computer based on a current location of the wearable com-
puter, a view direction of an image sensor, and at least one
feature for the object.

According to one aspect of the present disclosure, amethod
for providing object information for a scene in a wearable
computer is disclosed. In this method, an image of the scene
is captured. Further, the method includes determining a cur-
rent location of the wearable computer and a view direction of
an image sensor of the wearable computer and extracting at
least one feature from the image indicative of at least one
object. Based on the current location, the view direction, and
the at least one feature, information on the at least one object
is determined. Then, the determined information is output.
This disclosure also describes apparatus, a device, a system, a
combination of means, and a computer-readable medium
relating to this method.

According to another aspect of the present disclosure, a
wearable computer includes an image sensor, a location
determining unit, a direction determining unit, a feature
extracting unit, an object information generator, and an out-
put unit. The image sensor is configured to capture an image
of the scene. The location determining unit is configured to
determine a current location of the wearable computer. The
direction determining unit is configured to determine a view
direction of the image sensor of the wearable computer. The
feature extracting unit is configured to extract at least one
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feature from the image indicative of at least one object. The
object information generator is configured to determine infor-
mation on the at least one object based on the current location,
the view direction, and the at least one feature. The output unit
is configured to output the determined information.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the inventive aspects of this disclosure
will be understood with reference to the following detailed
description, when read in conjunction with the accompanying
drawings.

FIG. 1 illustrates a wearable computer including an image
sensor configured to capture an image of a scene in real-time
according to one embodiment of the present disclosure.

FIG. 2 depicts a view of the scene seen through the lenses
by a user of the wearable computer and an image of object
information displayed on the lenses for the scene, according
to one embodiment of the present disclosure.

FIG. 3 is a block diagram of the wearable computer con-
figured to provide object information for a captured scene in
real-time, according to one embodiment of the present dis-
closure.

FIG. 4 shows an image of an office scene in which a
plurality of objects is located as captured by the image sensor
of the wearable computer, according to one embodiment of
the present disclosure.

FIG. 5 illustrates an exemplary object database that may be
used to determine information on an object located in a view
direction as viewed from a reference location based on a
predetermined feature indicative of the object, according to
one embodiment of the present disclosure.

FIG. 6 depicts a block diagram of an object information
determining unit in the wearable computer that is configured
to determine object information based on a location of a
wearable computer, a view direction of an image sensor, and
at least one feature for an object, according to one embodi-
ment of the present disclosure.

FIG. 7 shows a flowchart of a method of determining
information on at least one object in a scene for output to the
wearable computer, according to one embodiment of the
present disclosure.

FIG. 8 is a view of the scene of a street seen through the
lenses by a user of the wearable computer and an image of
object information displayed on the lenses for the street
scene, according to one embodiment of the present disclo-
sure.

FIG. 9 depicts a server configured to update an object
database based on current locations, view directions, features
extracted from objects, and information on the objects that are
received from a plurality of wearable computers, according to
one embodiment of the present disclosure.

FIG. 10 is a block diagram of a context information data-
base that may be used by a priority determining unit for
selecting information items on objects for output on the wear-
able computer, according to one embodiment of the present
disclosure.

FIG. 11 depicts a block diagram of an object information
generator configured to generate and output an image or a
sound for object information, according to one embodiment
of the present disclosure.

FIG. 12 illustrates a view of the street scene as seen through
the lenses by a user of the wearable computer and an image of
object information that is generated and displayed on the
lenses based on priority data, according to one embodiment of
the present disclosure.
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FIG. 13 is a flowchart of a method for selecting and out-
putting object information based on the priority data deter-
mined from the context information database, according to
one embodiment of the present disclosure.

FIG. 14 is a block diagram of an exemplary wearable
computer in which the methods and apparatus for providing
object information for a scene in real-time may be imple-
mented, according to one embodiments of the present disclo-
sure.

FIG. 15 is a block diagram illustrating a server system,
which may be any one of the servers previously described, for
providing an object database used to determine information
on each detected object in a captured image, according to one
embodiment of the present disclosure.

DETAILED DESCRIPTION

Reference will now be made in detail to various embodi-
ments, examples of which are illustrated in the accompanying
drawings. In the following detailed description, numerous
specific details are set forth in order to provide a thorough
understanding of the present subject matter. However, it will
be apparent to one of ordinary skill in the art that the present
subject matter may be practiced without these specific details.
In other instances, well-known methods, procedures, sys-
tems, and components have not been described in detail so as
not to unnecessarily obscure aspects of the various embodi-
ments.

FIG. 1 illustrates a wearable computer 100 including an
image sensor 110 for capturing an image of a current scene
130 being viewed by a user (not shown) through optical lenses
120 of the wearable computer 100, according to one embodi-
ment of the present disclosure. In the illustrated embodiment,
the wearable computer 100 is eye glasses but may include any
suitable computing devices equipped with an image captur-
ing device that can be worn by a user or disposed on the body
of'the user. For example, the wearable computer 100 may be
located on any part of the glasses, including a frame portion of
the glasses, such as temple arms, an endpiece, a bridge, etc.
The user of the wearable computer 100 may see the current
scene 130 through the lenses 120 in the same manner as
conventional optical lenses. As shown, the current scene 130
viewed through the lenses 120 may include a plurality of
objects such as a plurality of buildings 140 and 150, a sign-
board 160 with the text “Judy’s Jewelry Shop” in the building
140, and a car 170 on a road.

The wearable computer 100 may be configured to capture
scenes continuously in real-time. For example, the current
scene 130 illustrated in FIG. 1 may be captured by the image
sensor 110 of the wearable computer 100 at a specified point
in time. In real time operation, the wearable computer 100
may then capture a plurality of scenes that are within a field of
view of the image sensor 110 according to a movement of the
user. As each image of the scenes is captured, a location of the
wearable computer 100 and a view direction of the image
sensor 110 are determined for processing the image. The view
direction of the image sensor 110 (e.g., one or more cameras)
may indicate a direction of view from one or more optical
elements (e.g., one or more lenses) in the image sensor 110.
Although the wearable computer 100 is shown with one
image sensor 110, it may include any number of image sen-
sors for capturing a current scene. In this case, the image
sensors may be arranged at any suitable locations on the
wearable computer 100. As used herein, the term “capture” or
“capturing” may indicate receiving or generating an image of
a scene and may include an operation of sensing, detecting, or
recording the image.
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After capturing the current scene 130, the wearable com-
puter 100 analyzes the captured image to display information
relating to at least one of the objects 140 to 170 in the current
scene 130. FIG. 2 depicts a view 200 of the scene 130 seen
through the lenses 120 by a user of the wearable computer
100, and images of object information items 210, 220, and
230 superimposed over the scene 130 and displayed on the
lenses 120, according to one embodiment of the present dis-
closure. As used herein, the term “object information” refers
to any information describing or relating to an object and may
include any one or combination of text, an image, and a
sound. For example, object information may include infor-
mation such as a name of an object, a brand of the object,
characteristics of the object, and historical data relating to the
object.

The wearable computer 100 is configured to detect the
objects 140, 150, 160, and 170 in the captured image of the
scene 130 by performing a boundary detection. In this pro-
cess, the captured image is segmented into a plurality of
boundaries for the objects 140 to 170. For generating infor-
mation on the detected objects 140 to 170, the wearable
computer 100 extracts at least one feature for each of the
objects 140 to 170. Based on the features extracted from the
captured image along with the location of the wearable com-
puter 100 and the view direction of the image sensor 110
associated with the image, the wearable computer 100 deter-
mines information on the objects 140 to 170 in the scene 130.
For example, the information on the objects 140 to 170 may
be determined as information items “TIGER BUILDING”
for the building 140, “SIMON BUILDING” for the building
150, “HAD BEEN TO THIS SHOP ON May 12, 2013 for
the signboard 160, and “B MODEL, C AUTOMAKER” for
the car 170. The object information may then be output on the
wearable computer 100 for the user. As used herein, the term
“information” may refer to a piece or item of information in a
singular or plural form, and is used interchangeably with a
term “information item” or any variations thereof.

In some embodiments, the wearable computer 100 may
select object information items among the information items
determined for the objects 140 to 170 for output based on
priority data indicative of the user’s preference or history of
use. As illustrated, the object information items “SIMON
BUILDING” 210 for the building 150, “HAD BEEN TO
THIS SHOP ON May 12, 2013” 220 for the signboard 160,
and “B MODEL, C AUTOMAKER” 230 for the car 170 are
selected based on the priority data. The selected object infor-
mation items are then superimposed and displayed over the
scene 130 (as seen in the view 200) on the lenses 120 to
provide information that may be useful for the user. Alterna-
tively, the wearable computer 100 may include a display unit
disposed at least partially over either or both of the lenses 120
to display the object information items. In another embodi-
ment, the object information items may be converted into
sound using any suitable text-to-speech technology, and
played through a speaker on the wearable computer 100.

In displaying object information items, the wearable com-
puter 100 may magnify the information items 210 to 230 or
overlap the information items 210 to 230 with associated
objects 150 to 170. Alternatively, such object information
items may be displayed in the vicinity of the associated
objects. Further, such object information items may be output
on a mobile device of the user that is in communication with
the wearable computer 100 using any suitable wireless com-
munication technologies such as Wi-Fi Direct, Bluetooth,
FlashLing, NFC (near field communication), infrared com-
munication technology, and the like. Although the wearable
computer 100 is illustrated with the optical lenses 120, it will
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be appreciated that the optical lenses 120 are optional and the
wearable computer 100 may be implemented with one or
more display screens arranged at any suitable locations in the
wearable computer 100 with or without such lenses to provide
object information for a current view.

FIG. 3 is a block diagram of the wearable computer 100
configured to capture a scene including a plurality of objects
and generate information on the objects for output, according
to one embodiment of the present disclosure. The wearable
computer 100 includes a sound sensor 302, the image sensor
110, an I/O (input/output) unit 306, a communication unit
308, a location determining unit 310, a direction determining
unit 312, a storage unit 314, and a processor 350. In the
illustrated embodiment, the processor 350 includes a sound
analysis unit 352, a feature extracting unit 354, and an object
information generator 356. The processor 350 may be imple-
mented using any suitable processing unit such as a standard-
ized processor, a specialized processor, a microprocessor, or
the like that may execute instructions, e.g., instructions for
analyzing and/or processing sound or images, extracting fea-
tures from the sound or images, and generating object infor-
mation based on the extracted features.

The image sensor 110 in the wearable computer 100 is
configured to capture in real-time a plurality of images of
scenes, each of which may include one or more objects. As
used herein, the term “in real-time” may also refer to substan-
tially in real-time. The image sensor 110 may include at least
one camera for capturing scenes within the field of view of the
image sensor 110. Scenes in various distances from the image
sensor 110 may be captured by dynamically adjusting a focal
length of a lens in the image sensor 110. In addition, the image
sensor 110 can be positioned on any part of the glasses for
capturing scenes in various view directions, and may include
alens that can focus in a plurality of directions. As each scene
is captured, the image sensor 110 provides the captured image
to the feature extracting unit 354 in the processor 350.

The location determining unit 310 in the wearable com-
puter 100 is configured to determine a current location of the
wearable computer 100 worn by the user and keep track of
subsequent locations of the wearable computer 100 according
to a movement of the user. When an image of a scene is
captured, the location determining unit 310 provides a loca-
tion of the wearable computer 100 corresponding to the cap-
tured image to the object information generator 356. In deter-
mining the location of the wearable computer 100, the
location determining unit 310 may receive and use global
positioning system (GPS) location information if the infor-
mation is available (e.g., in an outdoor setting). If GPS infor-
mation is not available (e.g., in an indoor setting), the location
determining unit 310 may receive signals from Wi-Fi access
points or cell tower base stations and determine the location
of the wearable computer 100 based on the intensity of each
of'the received signals and/or using any suitable triangulation
method. The location may include a set of latitude, longitude,
and altitude, or a combination thereof, of the wearable com-
puter 100.

The direction determining unit 312 in the wearable com-
puter 100 is configured to determine a view direction of the
image sensor 110. In one embodiment, the direction deter-
mining unit 312 includes a gyroscope and/or an accelerom-
eter to determine the view direction of the image sensor 110.
The view direction may be determined as an angle with
respect to a reference direction such as north, south, east, or
west. The view direction may also include an angle with
respect to a reference horizontal plane. The direction deter-
mining unit 312 then provides the view direction to the object
information generator 356.
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The feature extracting unit 354 in the processor 350 is
configured to receive the captured image from the image
sensor 110 and extract at least one feature for each object
detected in the captured image of the scene. In one embodi-
ment, the feature extracting unit 354 is configured to segment
the captured image into a plurality of boundaries to detect the
objects in the captured image. In this case, each of the seg-
mented portions may be associated with each of the objects.
For segmentation of the captured image, the feature extract-
ing unit 354 may use any suitable image segmentation
method, such as a histogram-based method, an edge detection
method, a region-growing method, a split and merge method,
amulti-scale method, or the like. After detecting the objects in
the captured image, the feature extracting unit 354 may
extract the features for the detected objects using any suitable
image processing techniques, such as an object recognition
method, an OCR (Optical Character Recognition) technique,
a facial recognition technique, a barcode recognition tech-
nique, a QR code recognition technique, and the like. In one
embodiment, if a plurality of features is extracted for each
detected object, the extracted features may be represented as
acombination of the plurality of feature values (e.g., a feature
vector).

In one embodiment, the feature extracting unit 354 may
receive a plurality of images that are captured substantially at
the same time by two or more cameras of the image sensor
110. Since the plurality of images is taken at the same time,
the images may include substantially the same objects, and
thus, analysis of the images may allow determination of dis-
tances to the objects (e.g., depth perception). In this case, the
feature extracting unit 354 may process the plurality of
images collectively as a single image and determine distances
of'various objects in the images. The distances may be used in
segmenting boundaries of the objects in the captured images
for detecting the objects.

The feature extracting unit 354 may also determine a loca-
tion of each of the objects in the captured image when detect-
ing each of the objects by segmentation of the captured
image. For example, the location of an object may include a
two-dimensional coordinate in the captured image. The
extracted feature and the location for each of the objects may
then be provided to the object information generator 356.

The wearable computer 100 includes the storage unit 314
for storing an object database from which object information
can be retrieved. The object database includes a set of
extracted features, locations, view directions associated with
objects, and information on the objects. The object database is
described in more detail with reference to FIG. 5 below. The
storage unit 314 may also store a context information data-
base that may be used in determining priority data for select-
ing one or more object information items to be output. The
context information database may include a text message
database, an image database, a speech database, a location
database, and a web search query database, as is described in
more detail with reference to FIG. 10. The storage unit 314
may be implemented using suitable storage or memory device
such as a RAM (Random Access Memory), a ROM (Read
Only Memory), an EEPROM (Electrically Erasable Pro-
grammable Read Only Memory), a flash memory, etc.

The sound sensor 302 is configured to receive an input
sound (e.g., speech command of a user) and provide the sound
to the sound analysis unit 352. The sound sensor 302 may
include one or more microphones or any other types of sound
sensors that can be used to receive, capture, sense, and/or
detect a sound as an input to the wearable computer 100. The
sound analysis unit 352 is configured to extract a plurality of
sound features from the input sound and detect one or more
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keywords in the input sound. The detected keywords may be
provided as an input (e.g., a destination, a favorite restaurant,
etc.) to the object information generator 356 for selectively
outputting object information. Additionally or alternatively,
the detected keywords may be provided to the storage unit
314 for updating the speech database with the detected key-
words.

The object information generator 356 includes an object
information determining unit 358 and a priority determining
unit 360. The object information determining unit 358
receives a current location of the wearable computer 100 from
the location determining unit 310, a view direction of the
image sensor 110 from the direction determining unit 312,
and at least one feature for each object detected in the feature
extracting unit 354. In one embodiment, the object informa-
tion determining unit 358 may determine information on each
of'the objects appearing in a captured image of a current scene
based on the location, the view direction, and the extracted
feature for each of the objects. In this process, the object
information determining unit 358 may access the object data-
base in the storage unit 314. If the object information is not
located in the object database, the object information genera-
tor 356 may access a mobile device of the user and/or an
external server via the communication unit 308 through a
network 316 (e.g., a wireless communication network such as
WiFi, Bluetooth, etc.) to retrieve the object information.

The object information determining unit 358 may deter-
mine a variety of information on objects such as names of the
objects, brands of the objects, characteristics of the objects,
surrounding information on the objects, and inside informa-
tion on the objects, etc. For example, information on a build-
ing or a structure occluded, at least in part or total, by another
building or structure in a captured image of a scene may be
accessed and output on the wearable computer 100. In this
case, at least one extracted feature for the occluding object
may be stored in the object database, in association with the
information on the occluded object. As such, the object infor-
mation determining unit 358 may retrieve the information on
the occluded object from the object database, based on the
extracted feature for the occluding object. In another
example, the object information generator 356 may deter-
mine information on an indoor layout of an object (e.g., a
building) captured in an image based on an extracted feature
for the captured object. Upon determining the information for
the detected objects, the object information generator 356
provides the information to the priority determining unit 360.

The priority determining unit 360 receives a location for
each detected object from the feature extracting unit 354 and
object information (or object information items) from the
object information determining unit 358. In one embodiment,
the priority determining unit 360 determines a priority for the
detected objects by accessing the context information data-
base in the storage unit 314. The priority is indicative of the
user’s interest or preference, and may be determined based on
at least one of user’s past inputs and historical data stored in
the wearable computer 100 or a mobile device of the user.
Among the information items on a plurality of objects, the
priority determining unit 360 may select at least one infor-
mation item on at least one object based on the priority. The
selected object information item is then displayed on the
lenses 120 based on the received location for each object.

In one embodiment, the object information generator 356
may generate an image of the selected object information
item to display the object information item by superimposing
the information item with the associated object or providing
the information item in the vicinity of the associated object
based on the location for the associated object, as described in
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detail with reference to FIG. 11. If an object in the captured
image is determined to be distant from the wearable computer
100 based on a location for the object in the captured image,
the information item for the object may be displayed in a size
adapted to compensate for the distance. In another embodi-
ment, the object information generator 356 may generate an
output sound for the selected object information item by
text-to-speech conversion and/or image-to-text conversion, if
the object information item is in a text or image format. The
generated image and/or the output sound of the object infor-
mation item may then be provided to the /O unit 306 for
output.

The /O unit 306 is configured to receive the generated
image and/or the output sound from the object information
generator 356. The /O unit 306 may include a display unit for
displaying the generated image and a speaker for outputting
the generated sound. The display unit may be any suitable
electronic visual display including LCD (Liquid Crystal Dis-
play), LED (Light Emitting Diode), etc. to output the object
information. In displaying the generated image on the display
unit, the generated image is superimposed over the scene
being viewed by the user of the wearable computer 100.
Accordingly, the wearable computer 100 may provide, in
real-time, useful information on a plurality of objects in the
scene being viewed by the user. In addition, the I/O unit 306
may include any other suitable input or output devices for
receiving user inputs or outputting information on the wear-
able computer 100.

FIG. 4 shows an image 400 of an office scene in which a
plurality of objects 410, 420, 430, 440, 450, 460, and 470 is
located as captured by the image sensor 110 of the wearable
computer 100, according to one embodiment of the present
disclosure. The feature extracting unit 354 receives the cap-
tured image 400 from the image sensor 110 and extracts at
least one feature from each of the objects 410 to 470 in the
captured image. In this process, the captured image may be
segmented into a plurality of boundaries that can be used to
detect the objects 410 to 470.

When the objects 410 to 470 have been detected by seg-
mentation, the feature extracting unit 354 may extract at least
one feature from each of the objects 410 to 470 for recogniz-
ing the objects 410 to 470 by using suitable object recognition
techniques. For example, the feature extracting unit 354 may
extract at least one feature for the object 410, which is a clock,
using an object recognition technique. On the other hand, at
least one feature for the object 420, which is text “D brand,”
inthe object 410 (i.e., the clock) may be extracted based on an
OCR technique. For the object 450 (i.e., a telephone), the
feature extracting unit 354 may also extract at least one fea-
ture for the object 450 using the object recognition technique.
In the case of the object 430 (i.e., a person) in the image 400,
the feature extracting unit 354 may perform a facial recogni-
tion analysis on the object 440, which is a face of the object
430, to extract at least one facial feature. For the objects 460
and 470, which are a barcode on a soda can and a QR code on
a desk, respectively, at least one feature from each of the
objects 460 and 470 may be extracted based on a barcode
recognition method and a QR code recognition method,
respectively.

The extracted features for the objects 410 to 470 are then
provided to the object information generator 356 for deter-
mining information related to the objects 410 to 470. For
example, in the case of the object 410 (i.e., the clock), the
object 420 is the text “D Brand” and describes the clock.
Accordingly, the object information generator 356 may deter-
mine information on the object 410 based on the extracted
features of the objects 410 and 420. For the object 440,
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information (e.g., a name, a job title, an address, etc.) on the
person associated with the object 430 may be obtained by
searching and retrieving object information on the person
from an object database based on the extracted facial features.
In the case of the barcode and QR code objects 460 and 470,
the extracted features may be provided to the object informa-
tion generator 356 for determining object information on a
soda can having the barcode and a desk with the QR code. As
a barcode or a QR code for an object typically serves as a
unique identifier for an object, a current location of the wear-
able computer 100 and/or a view direction of the image sensor
110 may not be needed in determining information on objects
with a barcode or a QR code in some embodiments.

FIG. 5 illustrates an exemplary object database 500 that
may be used to determine information on a plurality of objects
according to one embodiment of the present disclosure. The
object database 500 may include a plurality of locations, a
plurality of view directions, a plurality of predetermined fea-
tures, and object information for the features. As illustrated,
the object database 500 may map at least one feature of each
object, which is located in an image as viewed from a speci-
fied location in a specified view direction, to object informa-
tion. Accordingly, the object information generator 356 may
determine object information from the object database 500
based on a location, a view direction, and at least one feature.
In one embodiment, the object database 500 may include the
plurality of predetermined features mapped to at least one of
the plurality of locations, the plurality of view directions, and
information on the plurality of objects. Each of the features in
the object database 500 may include at least one feature for an
object or, in the case of an object having a plurality of fea-
tures, a feature vector representing the combination of the
plurality of features.

In the illustrated object database 500, each of the locations
is stored as a set of three coordinates representing latitude,
longitude, and altitude. In addition, each of the view direc-
tions in the object database 500 is also stored as a pair of
coordinates indicative of an angle with respect to a reference
direction, such as a north, south, east, or west, and an angle
with respect to a reference horizontal plane. The predeter-
mined features may include a plurality of features for objects
such as buildings, landmark structures, faces of persons, QR
codes, barcodes, texts, etc. For example, the object database
500 includes “FEATURE 1” and “FEATURE 2,” both of
which are associated with a location (X1, Y1, Z1) and a view
direction (A1°,B1°), mapped to object information “TIGER
BUILDING” and “SIMON BUILING,” respectively.

In one embodiment, information on an object includes a
plurality of information items associated with the object. In
this case, some of the information items may indicate sur-
rounding information on the object (e.g., information on an
occluded building). For example, the object database 500
includes “CATHY BUILDING” and “LION BUILDING”
stored in association with a location (X2, Y2, Z2), a view
direction (A2°, B2°), and a feature “FEATURE 3.”

The object database 500 may be generated and stored in the
wearable computer 100. Alternatively, the object database
500 may be stored in a mobile device of the user or an external
server, and may be accessed by the wearable computer 100
for obtaining information on the objects. For each of the
objects, the object database 500 may be implemented as a
lookup table or any other data structure that can associate
predetermined features with locations, view directions, and
object information.

FIG. 6 depicts a block diagram of the object information
determining unit 358 in the wearable computer 100 that is
configured to determine information on a plurality of objects
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in a captured scene, according to one embodiment of the
present disclosure. The object information determining unit
358 is configured to receive a current location of the wearable
computer 100 from the location determining unit 310, a view
direction of the image sensor 110 from the direction deter-
mining unit 312, and a plurality of features for the objects
from the feature extracting unit 354. The current location, the
view direction, and at least one feature for a detected object
are used to retrieve information for the object by accessing the
object database 500 in the storage unit 314 that includes
locations, view directions, predetermined features, and object
information, as described in detail above with reference to
FIG. 5. For each of the detected objects, the object informa-
tion determining unit 358 compares the current location, the
view direction, and the at least one feature to the locations, the
view directions, the predetermined features in the object data-
base 500. If object information is not found in the object
database 500 of the storage unit 314, the object information
determining unit 358 may determine object information by
accessing a mobile device 604 of a user via a short range
wireless communication technique (e.g., Bluetooth technol-
ogy). Alternatively or additionally, an external server 602
including an object database may be accessed through the
communication unit 308 via the network 316 to retrieve the
object information.

In one embodiment, the object information determining
unit 358 may identify a plurality of predetermined features in
the object database 500 that correspond to the current location
and the view direction of the object features extracted from a
captured image. Among the predetermined features, a plural-
ity of candidate features may be selected if a location differ-
ence between the current location and each of the locations
associated with the candidate features is within a predeter-
mined threshold. In selecting the candidate features, the
object information generator 356 may also determine if a
view difference between the view direction and each of the
view directions associated with the candidate features is
within a predetermined threshold.

Among the candidate features, the object information
determining unit 358 may identify at least one candidate
feature that corresponds to the at least one extracted feature
for each object. Based on the identified feature, the object
information determining unit 358 may retrieve at least one
object information item associated with the identified feature.
In one embodiment, if a candidate feature is not identified, a
new image of a scene including the object, for which the
candidate feature has not been identified, may be captured by
adjusting a focal length of a lens in the image sensor 110. In
this process, a view direction of the lens may also be changed
to capture the object in the new image. From the new image,
the feature extracting unit 354 may extract at least one new
feature for the object. Based on the extracted new feature, the
objectinformation determining unit 358 may select one ofthe
candidate features that corresponds to the new feature and
retrieve at least one object information item associated with
the selected candidate feature. The retrieved information
items for the detected objects may then be provided to the
priority determining unit 360 for selecting at least one of the
object information items for output, as described in detail
with reference to FIG. 13 below.

FIG. 7 shows a flowchart of a method 700 performed in the
wearable computer 100 for determining information on a
plurality of objects in a current scene being viewed by a user
for output to the wearable computer 100 in real-time, accord-
ing to one embodiment of the present disclosure. Initially, the
image sensor 110 captures an image of the current scene
including at least one object, at 702. When the image is
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captured, the location determining unit 310 determines a
current location of the wearable computer 100 and a view
direction of the image sensor 110, at 704 and 706.

From the captured image, the feature extracting unit 354
extracts at least one feature for each object in the scene, at
708. In this process, the feature extracting unit 354 detects the
objects by segmenting the captured image into a plurality of
boundaries for the objects. At 710, the object information
determining unit 358 determines information on the at least
one object based on the current location, the view direction,
the atleast one features. The determined information is output
on the wearable computer, at 712.

FIG. 8 is a view 800 of a street scene as seen through the
lenses 120 of the wearable computer 100 by a user and an
image of object information items 820, 840, and 860 dis-
played on the lenses 120 for the street scene, according to one
embodiment of the present disclosure. The wearable com-
puter 100 initially captures an image of the street scene
through the image sensor 110 and detects a shopping mall 810
and a plurality of buildings 830 and 850 in the captured
image. In the illustrated scene, since the building 830 is
partially occluded by the building 850, the feature extracting
unit 354 may extract one or more features for the building 850
without extracting a feature for the occluded building 830. In
this case, an object information item “LION BUILDING”
840 for the occluded building 830 may be stored in the object
database 500 as additional object information item for the
feature associated with the occluding building 850. In this
manner, the object information determining unit 358 may
determine the object information item for the occluded build-
ing 830 along with an object information item “CATHY
BUILDING” for the occluding building 850 by accessing the
object information items on the occluding building 850 in the
object database 500.

According to one embodiment, the object information
determining unit 358 may provide an indoor map or layout of
the shopping mall 810 detected in the captured image. In this
case, the object database 500 is configured to include an
image of an indoor map or layout of the shopping mall 810
along with a location, a view direction, and one or more
features for the shopping mall 810. When at least one
extracted feature of the shopping mall 810 is received, the
object information determining unit 358 may retrieve the
indoor map image for the shopping mall 810 from the object
database 500 as an object information item 820 for the shop-
ping mall 810.

The object information items for the shopping mall 810,
the occluded building 830, and the occluding building 850
may then be displayed on the wearable computer 100. In one
embodiment, the object information items for the shopping
mall 810, the occluded building 830, and the occluding build-
ing 850 are displayed on the lenses 120 to at least partially
overlap the shopping mall 810, the buildings 830 and 850 as
viewed by the user through the lenses 120. Alternatively, the
object information items may be displayed in the vicinity of
the shopping mall 810 and the buildings 830 and 850 as
viewed by the user through the lenses 120.

FIG. 9 depicts an external server 902 configured to store
and update the object database 500 based on current loca-
tions, view directions, features extracted from objects, and
information on the objects that are received from a plurality of
wearable computers 904, 906, 908, 910, and 912, according
to one embodiment of the present disclosure. In the illustrated
embodiment, each of the wearable computers 904 to 912
includes a similar configuration to the wearable computer 100
as described above. Also, each of the wearable computers 904
t0 912 may capture a plurality of images of scenes and extract
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one or more features for each of a plurality of detected objects
in the captured images. In this case, a location and a view
direction may be determined for each of the images captured
in the wearable computers 904 to 912. Further, information
on detected objects associated with the extracted features
may be generated based on a user’s input on each of the
wearable computers 904 to 912 or the user’s search queries or
results on websites or search engines for an object. In such a
case, each wearable computer may transmit the current loca-
tion, the view direction, the extracted feature, and the gener-
ated object information to the external server 902 through the
communication network 316.

The external server 902 is configured to receive the current
locations, the view directions, the features, and the object
information from the wearable computers 904 to 912. The
external server 902 then updates the object database 500 with
the received locations, view directions, features, and object
information, and stores the updated object database 500 in a
storage unit. In one embodiment, the external server 902 may
update the object database 500 in real-time as locations, view
directions, features, and object information are received from
the wearable computers 904 to 912, and each of the wearable
computers 904, 906, 908, 910, and 912 may access the object
database 500 of the external server 902 in real-time.

The wearable computers 904 to 912 may also be config-
ured to communicate with each other to share object data-
bases when the wearable computers 904 to 912 are in close
proximity to each other. In this case, each of the wearable
computers 904 to 912 may determine the locations of other
wearable computers by receiving information on their loca-
tions from the external server 902. For example, the external
server 902 may keep track of the locations of the wearable
computers 904 to 912 by receiving locations of images that
are captured by the wearable computers 904 to 912. The
wearable computers 904 to 912 may then send or receive an
object database, or a portion of the object database relating to
a specified geographic region, in communication with each
other.

FIG. 10 is a block diagram of a context information data-
base 1000 that may be used by the priority determining unit
360 for selecting information items on objects for output on
the wearable computer 100, according to one embodiment of
the present disclosure. The context information database
1000 includes a text message database 1010, an image data-
base 1020, a speech database 1030, a location database 1040,
and a web search query database 1050. The context informa-
tion database 1000 may be stored in the storage unit 314 of the
wearable computer 100 and/or a mobile device of the user that
is in communication with the wearable computer 100. The
priority determining unit 360 may access any of the databases
1010 to 1050 or any combination thereof to determine priori-
ties for the information items on detected objects and selec-
tively display information on at least one detected object.

In some embodiments, the context information database
1000 includes information or data relating to the user (e.g.,
user historical data such as user’s past input and activities,
user created data, etc.) and locations of the wearable com-
puter 100 that can be used to prioritize information items on
objects for output on the wearable computer 100. For
example, context information such as user data may be gen-
erated and stored in the context information database 1000 by
recording and analyzing user’s past inputs and activities on
the wearable computer 100 or the mobile device of the user. In
the case of text messages, the text message database 1010 is
configured to store a plurality of text messages that have been
communicated between the wearable computer 100 or the
mobile device of the user and other wearable computers or
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mobile devices. The text messages in the text message data-
base 1010 may then be accessed in determining priority data
for information items on detected objects. For instance, the
user may have sent a text message that he or she bought a ring
at “Judy’s Jewelry Shop.” Accordingly, an object information
item relating to “Judy’s Jewelry Shop™ may be prioritized and
selected for output on the wearable computer 100.

The image database 1020 of the context information data-
base 1000 is configured to store a plurality of images thathave
been captured by the wearable computer 100. In one embodi-
ment, a captured image in the image database 1020 is stored
with information on the image indicative of one or more
objects and/or a location of the captured image. The informa-
tion on the image may include a name of an object that can be
recognized from the captured image using any suitable image
processing technique, such as an OCR technique, object rec-
ognition technique, etc. The information on the image may
also include a location at which the image was generated
based on any suitable location tracking techniques, such as
GPS tracking. When the priority determining unit 360
receives information items on a plurality of detected objects,
it may select at least one object information item that is found
in the image database 1020. For example, if the image data-
base 1020 includes an image of a museum, at least one object
information item relating to museums may be prioritized and
selected for output on the wearable computer 100.

The speech database 1030 includes a plurality of keywords
or phrases that have been received from the user and stored in
the wearable computer 100 based on speech recognition.
When the user speaks a word or a phrase into the sound sensor
302 of the wearable computer 100, the word or phrase is
captured and stored in the speech database 1030. In one
embodiment, the word or phrase is recognized and stored in a
text form to facilitate searching. For example, the user may
have recorded a shopping list including “a necklace.” In this
case, at least one object information item relating to “Judy’s
Jewelry Shop” may be prioritized and selected for output on
the wearable computer 100.

The location database 1040 stores a plurality of past loca-
tions for the wearable computer 100. The wearable computer
100 may keep track of its locations using the location deter-
mining unit 310 and store the locations in the location data-
base 1040. For example, the wearable computer 100 may
store a specified location associated with “Judy’s Jewelry
Shop,” when the user previously visited the shop. Thus, when
the shop is one of the objects for which at least one object
information item has been generated, the priority determining
unit 360 may prioritize “Judy’s Jewelry Shop” for output.

The web search query database 1050 may include a plural-
ity of user queries received in a plurality of previous search
sessions. In one embodiment, the wearable computer 100
may store user’s queries for web search in the web search
query database 1050. In another embodiment, the wearable
computer 100 may download user’s queries that have been
used to perform web searches via a search engine from a
search provider and store the queries in the web search query
database 1050. For example, if the web search query database
1050 has stored a query “baseball park,” at least one object
information item relating to baseball may be selected for
output on the wearable computer 100.

The priority determining unit 360 may search the context
information database 1000 and determine priority data for
object information items on detected objects received from
the object information determining unit 358. In one embodi-
ment, the priority determining unit 360 may determine the
priority data by generating a list of context information items
from the context information database 1000. The context
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information items in the list may be arranged according to
their priorities such as the number of their occurrences in the
database or weights given to the items, or a combination
thereof. Based on the priority data, the priority determining
unit 360 may prioritize the object information items associ-
ated with the detected objects. For example, if the priority
data from the context information database 1000 include
context information items “car,” “sport,” and “Lion building”
with the most occurrences, the priority determining unit 360
selects at least one information item among the object infor-
mation items for the detected objects that corresponds to the
context information items in the priority data.

FIG. 11 depicts a block diagram of the object information
generator 356 configured to generate and output an image or
a sound for object information according to one embodiment.
As described above, the object information generator 356
includes the object information determining unit 358 and the
priority determining unit 360. The object information deter-
mining unit 358 receives extracted features of a captured
image from the feature extracting unit 354 and generates
information items on a plurality of objects detected in the
captured image. The priority determining unit 360 determines
priority data from the context information database 1000 in
the storage unit 314, as described with reference to FIG. 10
above, and generates an image or a sound for selected object
information items based on the priority data.

The priority determining unit 360 may receive a location
for each of the detected objects in a captured image from the
feature extracting unit 354 and the information items on the
detected objects from the object information determining unit
358. The priority determining unit 360 then selects at least
one object information item according to the priority data.
The selected object information item may then be output
through a display screen or a speaker in the /O unit 306. Inthe
case of displaying the selected object information item, the
priority determining unit 360 arranges the selected object
information item to be displayed over or in the vicinity of the
associated objects detected in the captured image based on
their locations.

In one embodiment, the priority determining unit 360 may
modify the priority data based on a recently received input
from the user. For example, when the user inputs a destination
object, the priority determining unit 360 may designate the
destination object as the highest priority item in the priority
data. If the destination object is detected in the captured
image, the priority determining unit 360 selects an informa-
tion item associated with the detected destination object for
output. For example, if the user inputs “seafood restaurant” as
the destination object, the seafood restaurant may be given a
high priority such that its object information item can be
selected and output on the wearable computer 100.

FIG. 12 illustrates a view 1200 of a street scene as seen
through the lenses 120 of the wearable computer 100 by a user
and an image of the object information item 840 that is gen-
erated and displayed on the lenses 120 based on priority data,
according to one embodiment of the present disclosure. As
shown, the street scene seen through the lenses 120 may be
substantially same as the street scene of FIG. 8. The wearable
computer 100 may detect the shopping mall 810 and the
plurality of buildings 830 and 850 in a captured image of the
street scene, and determines object information items 820,
840, and 860 based on at least one extracted feature for each
of the detected shopping mall 810 and the buildings 850, a
current location of the wearable computer 100, and a view
direction of the image sensor 110, as describe in detail with
reference to FIG. 8.
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Among the object information items 820, 840, and 860, the
priority determining unit 360 in the object information gen-
erator 356 may select one or more object information items
based on priority data determined from the context informa-
tion database 1000. In the illustrated embodiment, the object
information “LION BUILDING” 840 for the occluded build-
ing 830 is selected and displayed according to priority data. In
this case, the context information database 1000 may include
a context information item “LION BUILDING” with the
most occurrences, and the priority determining unit 360
determines the priority data including the context information
item “LION BUILDING” by accessing the context informa-
tion database 1000. Alternatively, when the user inputs
“LION BUILDING” as a destination object, the priority
determining unit 360 can designate “LION BUILDING” with
the highest priority items in the priority data.

The selected object information item 840 may be superim-
posed over the street scene and displayed on the lenses 120 of
the wearable computer 100. In this case, the selected object
information item 840 is displayed to at least partially overlap
the occluded building 830 based on a location of the building
830 in the captured image. The location of the building 830
may be determined as a coordinate in the captured image
when the feature extracting unit 354 detects the building 830
by segmentation of the captured image for extracting at least
one feature for the building 830.

FIG. 13 is a flowchart of a method 1300 performed in the
wearable computer 100 for selecting and outputting object
information based on priority data determined from the con-
text information database 1000, according to one embodi-
ment of the present disclosure. Initially, the image sensor 110
of'the wearable computer 100 captures an image of a scene, at
1310. The feature extracting unit 354 segments the captured
image into a plurality of portions to detect a plurality of
objects in the captured scene, at 1320.

After the captured image is segmented into the portions, at
least one feature for each detected object is extracted from the
segmented portions for determining information on each
detected object, at 1330. In this case, the feature extracting
unit 354 also determines alocation of each detected object. At
1340, the method 1300 determines if information items on the
objects are stored locally (e.g., in the storage unit 314 of the
wearable computer 100 or a mobile device of the user that is
in communication with the wearable computer 100). If it is
determined that the information items are stored locally, the
method proceeds to 1350 to retrieve information items on the
objects from the object database in the storage unit 314 based
on the extracted features. Otherwise, the method proceeds to
1360 and the object information determining unit 358 deter-
mines information items on the objects by accessing an exter-
nal server and retrieving the information items on the objects
from the external server based on the extracted features. In
this process, the object information determining unit 358 may
also use a current location of the wearable computer 100 and
a view direction of the image sensor 110 that are associated
with the captured image for searching the object information
items from the object database stored in the storage unit 314
or the external server.

After retrieving the object information, the priority deter-
mining unit 360 searches a context information database and
determines priority data for the determined object informa-
tion items for selecting at least one object information item on
at least one detected object, at 1370. In this case, the priority
determining unit 360 determines the priority data by gener-
ating a list of context information items from the context
information database. Then, at 1380, an image or a sound for
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the object information item selected based on the priority data
is generated and output on the wearable computer 100.

FIG. 14 illustrates a configuration of an exemplary wear-
able computer 1400 in which the methods and apparatus for
providing object information for a scene in real-time may be
implemented in a wireless communication system, according
to one embodiment of the present disclosure. The configura-
tion of the wearable computer 1400 may be implemented in
the wearable computers according to the above embodiments
described with reference to FIGS. 1 to 13. The wireless com-
munication system may be a Code Division Multiple Access
(CDMA) system, a Broadcast System for Mobile Communi-
cations (GSM) system, Wideband CDMA (WCDMA) sys-
tem, Long Tern Evolution (LTE) system, LTE Advanced sys-
tem, etc. Further, the wearable computer 1400 may
communicate directly with a mobile device, e.g., using Wi-Fi
Direct, Bluetooth, Flashl.inq, NFC or infrared communica-
tion technology.

The wearable computer 1400 is capable of providing bidi-
rectional communication via a receive path and a transmit
path. On the receive path, signals transmitted by base stations
are received by an antenna 1412 and are provided to a receiver
(RCVR) 1414. The receiver 1414 conditions and digitizes the
received signal and provides samples, such as the conditioned
and digitized digital signal, to a digital section 1420 for fur-
ther processing. On the transmit path, a transmitter (TMTR)
1416 receives data to be transmitted from the digital section
1420, processes and conditions the data, and generates a
modulated signal, which is transmitted via the antenna 1412
to the base stations. The receiver 1414 and the transmitter
1416 may be part of a transceiver that may support CDMA,
GSM, LTE, LTE Advanced, etc.

The digital section 1420 includes various processing, inter-
face, and memory units such as, for example, a modem pro-
cessor 1422, areduced instruction set computer/digital signal
processor (RISC/DSP) 1424, a controller/processor 1426, an
internal memory 1428, a generalized audio encoder 1432, a
generalized audio decoder 1434, a graphics/display processor
1436, and an external bus interface (EBI) 1438. The modem
processor 1422 may perform processing for data transmission
and reception, e.g., encoding, modulation, demodulation, and
decoding. The RISC/DSP 1424 may perform general and
specialized processing for the wearable computer 1400. The
controller/processor 1426 may perform the operation of vari-
ous processing and interface units within the digital section
1420. The internal memory 1428 may store data and/or
instructions for various units within the digital section 1420.

The generalized audio encoder 1432 may perform encod-
ing for input signals from an audio source 1442, a microphone
1443, etc. The generalized audio decoder 1434 may perform
decoding for coded audio data and may provide output signals
to a speaker/headset 1444. The graphics/display processor
1436 may perform processing for graphics, videos, images,
and texts, which may be presented to a display unit 1446. The
EBI 1438 may facilitate transfer of data between the digital
section 1420 and a main memory 1448. The digital section
1420 may be implemented with one or more processors,
DSPs, microprocessors, RISCs, etc. The digital section 1420
may also be fabricated on one or more application specific
integrated circuits (ASICs) and/or some other type of inte-
grated circuits (ICs).

FIG. 15 is a block diagram illustrating a server system
1500, which may be any one of the external server described
above, for providing an object database used to determine
object information in each detected object in a captured
image, according to one embodiment of the present disclo-
sure. The server system 1500 may include one or more central
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processing units (CPU’s) 1502, one or more network or other
communications network interfaces, amemory 1512, and one
or more communication buses 1514 for interconnecting these
components. The server system 1500 may also include a user
interface (not shown) having a display device and a keyboard.

The memory 1512 may be any suitable memory, such as a
high-speed random access memory, (e.g., DRAM, SRAM,
DDR RAM or other random access solid state memory
devices). The memory 1512 may include or may alternatively
be non-volatile memory (e.g., one or more magnetic disk
storage devices, optical disk storage devices, flash memory
devices, or other non-volatile solid state storage devices). In
some embodiments, the memory 1512 may include one or
more storage devices remotely located from the CPU(s) 1502
and/or remotely located in multiple sites.

Any one of the above memory devices represented by the
memory 1512 may store any number of modules or programs
that corresponds to a set of instructions for performing and/or
executing any of the processes, operations, and methods
described above. For example, the memory 1512 may include
an operating system 1516 configured to store instructions that
includes procedures for handling various basic system ser-
vices and for performing hardware dependent tasks. A net-
work communication module 1518 of the memory 1512 may
be used for connecting the server system 1500 to other com-
puters via the one or more communication network interfaces
1510 (wired or wireless) and one or more communication
networks, such as the Internet, other wide area networks,
local area networks, metropolitan area networks, and so on.
The memory 1512 may also include an object database 1520
configured to include a set of extracted features, locations,
view directions associated with objects, and information on
the objects. The operating system 1516 may update the object
database 1520 with current locations, view directions, fea-
tures extracted from objects, and information on the objects
that are received from a plurality of wearable computers
through the network communication module 1518.

It will be appreciated that the above identified modules or
programs (i.e., sets of instructions) need not be implemented
as separate software programs, procedures or modules, and
thus various subsets of these modules may be combined or
otherwise re-arranged in various embodiments. Furthermore,
the memory 1512 may store additional modules and data
structures not described above.

The techniques described herein may be implemented by
various means. For example, these techniques may be imple-
mented in hardware, firmware, software, or a combination
thereof. Those of ordinary skill in the art would further appre-
ciate that the various illustrative logical blocks, modules,
circuits, and algorithm steps described in connection with the
disclosure herein may be implemented as electronic hard-
ware, computer software, or combinations of both. To clearly
illustrate this interchangeability of hardware and software,
the various illustrative components, blocks, modules, cir-
cuits, and steps have been described above generally in terms
of their functionality. Whether such functionality is imple-
mented as hardware or software depends upon the particular
application and design constraints imposed on the overall
system. Skilled artisans may implement the described func-
tionality in varying ways for each particular application, but
such implementation decisions should not be interpreted as
causing a departure from the scope of the present disclosure.

For a hardware implementation, the processing units used
to perform the techniques may be implemented within one or
more ASICs, DSPs, digital signal processing devices
(DSPDs), programmable logic devices (PLDs), field pro-
grammable gate arrays (FPGAs), processors, controllers,
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micro-controllers, microprocessors, electronic devices, other
electronic units designed to perform the functions described
herein, a computer, or a combination thereof.

Thus, the various illustrative logical blocks, modules, and
circuits described in connection with the disclosure herein
may be implemented or performed with a general-purpose
processor, a DSP, an ASIC, a FPGA or other programmable
logic device, discrete gate or transistor logic, discrete hard-
ware components, or any combination thereof designed to
perform the functions described herein. A general-purpose
processor may be a microprocessor, but in the alternative, the
processor may be any conventional processor, controller,
microcontroller, or state machine. A processor may also be
implemented as a combination of computing devices, e.g., a
combination of a DSP and a microprocessor, a plurality of
microprocessors, one or more mMicroprocessors in conjunc-
tion with a DSP core, or any other such configuration.

For a firmware and/or software implementation, the tech-
niques may be embodied as instructions stored on a com-
puter-readable medium, such as random access memory
(RAM), read-only memory (ROM), non-volatile random
access memory (NVRAM), programmable read-only
memory (PROM), electrically erasable PROM (EEPROM),
FLASH memory, magnetic or optical data storage device, or
the like. The instructions may be executable by one or more
processors and may cause the processor(s) to perform certain
aspects of the functionality described herein.

Ifimplemented in software, the functions may be stored on
or transmitted over as one or more instructions or code on a
computer-readable medium. Computer-readable media
includes both computer storage media and communication
media including any medium that facilitates transfer of a
computer program from one place to another. A storage media
may be any available media that can be accessed by a com-
puter. By way of example, and not limitation, such computer-
readable media can comprise RAM, ROM, EEPROM, CD-
ROM or other optical disk storage, magnetic disk storage or
other magnetic storage devices, or any other medium that can
be used to carry or store desired program code in the form of
instructions or data structures and that can be accessed by a
computer. Also, any connection is properly termed a com-
puter-readable medium.

For example, if the software is transmitted from a website,
a server, or other remote source using a coaxial cable, fiber
optic cable, twisted pair, digital subscriber line (DSL), or
wireless technologies such as infrared, radio, and microwave,
then the coaxial cable, the fiber optic cable, the twisted pair,
the DSL, or wireless technologies such as infrared, radio, and
microwave are included in the definition of medium. Disk and
disc, as used herein, includes CD, laser disc, optical disc,
digital versatile disc (DVD), floppy disk and blu-ray disc
where disks usually reproduce data magnetically, while discs
reproduce data optically with lasers. Combinations of the
above should also be included within the scope of computer-
readable media.

A software module may reside in RAM memory, flash
memory, ROM memory, EPROM memory, EEPROM
memory, registers, hard disk, a removable disk, a CD-ROM,
or any other form of storage medium known in the art. An
exemplary storage medium is coupled to the processor such
that the processor can read information from, and write infor-
mation to, the storage medium. Alternatively, the storage
medium may be integral to the processor. The processor and
the storage medium may reside in an ASIC. The ASIC may
reside in a user terminal. Alternatively, the processor and the
storage medium may reside as discrete components in a user
terminal.
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The previous description of the disclosure is provided to
enable any person skilled in the art to make or use the disclo-
sure. Various modifications to the disclosure will be readily
apparent to those skilled in the art, and the generic principles
defined herein may be applied to other variations without
departing from the scope of the disclosure. Thus, the disclo-
sure is not intended to be limited to the examples described
herein but is to be accorded the widest scope consistent with
the principles and novel features disclosed herein.

Although exemplary implementations may refer to utiliz-
ing aspects of the presently disclosed subject matter in the
context of one or more stand-alone computer systems, the
subject matter is not so limited, but rather may be imple-
mented in connection with any computing environment, such
as a network or distributed computing environment. Still fur-
ther, aspects of the presently disclosed subject matter may be
implemented in or across a plurality of processing chips or
devices, and storage may similarly be affected across a plu-
rality of devices. Such devices may include PCs, network
servers, and handheld devices.

Although the subject matter has been described in lan-
guage specific to structural features and/or methodological
acts, it is to be understood that the subject matter defined in
the appended claims is not necessarily limited to the specific
features or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.

What is claimed:

1. A method of providing object information for a scene
captured by a wearable computer, the method comprising:

capturing an image of the scene;

determining a location of the wearable computer and a

view direction of an image sensor of the wearable com-
puter;

extracting at least one feature from the image indicative of

at least one object;

determining a plurality of information items correspond-

ing to the at least one object based on the location, the
view direction, and the at least one feature;

selecting at least one information item of the plurality of

information items based on priority data; and
outputting the selected at least one information item.

2. The method of claim 1, wherein the plurality of infor-
mation items corresponding to the at least one object include
information related to an occluded object in the captured
image.

3. The method of claim 1, wherein determining the plural-
ity of information items corresponding to the at least one
object comprises determining information related to an
indoor scene of the at least one object.

4. The method of claim 1, further comprising retrieving the
plurality of information items corresponding to the at least
one object from the wearable computer.

5. The method of claim 1, further comprising retrieving the
plurality of information items corresponding to the at least
one object from an external device.

6. The method of claim 5, wherein the external device
includes at least one of a mobile device and an external server.

7. The method of claim 1, wherein a plurality of predeter-
mined features indicative of a plurality of objects are mapped
to at least one of a plurality of locations, a plurality of view
directions, and information related to the plurality of objects
in an object database.

8. The method of claim 7, wherein determining the plural-
ity of information items corresponding to the at least one
object comprises:
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selecting a plurality of candidate features from the plurality
of predetermined features based on the location and the
view direction;

identifying at least one of the plurality of candidate fea-

tures based on the extracted at least one feature; and
retrieving the plurality of information items based on the
identified at least one candidate feature.
9. The method of claim 8, further comprising determining
a difference between the location and each of the plurality of
locations associated with the plurality of candidate features,
wherein selecting the plurality of candidate features is per-
formed in response to determining that the difference is
within a threshold.
10. The method of claim 8, further comprising determining
a difference between the view direction and each of the plu-
rality of view directions associated with the plurality of can-
didate features, wherein selecting the plurality of candidate
features is performed in response to determining that the
difference is within a threshold.
11. The method of claim 1, further comprising prioritizing
the plurality of information items based on the priority data,
wherein the priority data is determined based on at least one
keyword received at the wearable computer.
12. The method of claim 1, wherein the priority data is
determined based on at least one search query.
13. The method of claim 1, wherein the priority data is
determined based on destination information.
14. The method of claim 1, wherein the at least one object
comprises a plurality of objects, and wherein extracting the at
least one feature comprises:
segmenting the image into a plurality of portions, wherein
each portion of the plurality of portions corresponds to a
particular object of the plurality of objects; and

extracting the at least one feature from at least one of the
portions.

15. A wearable computer for providing object information
for a scene, the wearable computer comprising:

an image sensor configured to capture an image of the

scene;

a location determining unit configured to determine a loca-

tion of the wearable computer;

a direction determining unit configured to determine a view

direction of the image sensor of the wearable computer;

a feature extracting unit configured to extract at least one

feature from the image indicative of at least one object;

an object information generator configured to:

determine a plurality of information en items corre-
sponding to the at least one object based on the loca-
tion, the view direction, and the at least one feature;
and

select at least one information item of the plurality of
information items based on priority data; and

an output unit configured to output the selected at least one

information item.

16. The wearable computer of claim 15, wherein the plu-
rality of information items corresponding to the at least one
object includes information related to an occluded object in
the captured image.

17. The wearable computer of claim 15, wherein the object
information generator is further configured to determine
information related to an indoor scene of the at least one
object.

18. The wearable computer of claim 15, wherein the object
information generator is further configured to retrieve the
plurality of information items corresponding to the at least
one object from the wearable computer.
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19. The wearable computer of claim 15, wherein the object
information generator is further configured to retrieve the
plurality of information items corresponding to the at least
one object from an external device.

20. The wearable computer of claim 19, wherein the exter-
nal device includes at least one of a mobile device and an
external server.

21. The wearable computer of claim 15, wherein a plurality
of predetermined features indicative of a plurality of objects
are mapped to at least one of a plurality of locations, a plu-
rality of view directions, and information related to the plu-
rality of objects in an object database.

22. The wearable computer of claim 21, wherein the object
information generator is configured to select a plurality of
candidate features from the plurality of predetermined fea-
tures based on the location and the view direction, to identify
at least one of the candidate features based on the extracted at
least one feature, and to retrieve the plurality of information
items based on the identified at least one candidate feature.

23. The wearable computer of claim 22, wherein the object
information generator is configured to select the plurality of
candidate features in response to determining that a differ-
ence between the location and each of the plurality of loca-
tions associated with the plurality of candidate features is
within a threshold.

24. The wearable computer of claim 22, wherein the object
information generator is configured to select the plurality of
candidate features in response to determining that a differ-
ence between the view direction and each of the plurality of
view directions associated with the plurality of candidate
features is within a threshold.

25. The wearable computer of claim 15, wherein the pri-
ority data is determined based on at least one keyword
received in the wearable computer.

26. The wearable computer of claim 15, wherein the pri-
ority data is determined based on at least one search query.

27. The wearable computer of claim 15, wherein the pri-
ority data is determined based on destination information.

28. The wearable computer of claim 15, wherein the fea-
ture extracting unit is further configured to segment the cap-
tured image into a plurality of portions, and to extract the at
least one feature from at least one of the portions, wherein the
at least one object comprises a plurality of objects, and
wherein each portion of the plurality of portions corresponds
to a particular object of the plurality of objects.

29. The wearable computer of claim 15, wherein the object
information generator is configured to determine the priority
data by accessing a context information database in a storage
unit.

30. The wearable computer of claim 29, wherein the pri-
ority data corresponds to preferences of a user, and wherein
the priority data is determined based on historical data, past
user inputs, or a combination thereof.

31. A wearable computer for providing object information
for a scene, comprising:

means for capturing an image of the scene;

means for determining a location of the wearable com-

puter;

means for determining a view direction of an image sensor

of the wearable computer;

means for extracting at least one feature from the image

indicative of at least one object;

means for determining a plurality of information items

corresponding to the at least one object based on the
location, the view direction, and the at least one feature;
means for selecting at least one information item of the
plurality of information items based on priority data; and
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means for outputting the selected at least one information

item.

32. The wearable computer of claim 31, wherein the plu-
rality of information items corresponding to the at least one
object includes information related to an occluded object in
the captured image.

33. The wearable computer of claim 31, wherein the means
for determining the plurality of information items corre-
sponding to the at least one object comprises means for deter-
mining information related to an indoor scene of the at least
one object.

34. The wearable computer of claim 31, wherein the means
for determining the plurality of information items corre-
sponding to the at least one object comprises means for
retrieving the plurality of information items corresponding to
the at least one object from the wearable computer.

35. The wearable computer of claim 31, wherein the means
for determining the plurality of information items corre-
sponding to the at least one object comprises means for
retrieving the plurality of information items corresponding to
the at least one object from an external device.

36. The wearable computer of claim 35, wherein the exter-
nal device includes at least one of a mobile device and an
external server.

37. The wearable computer of claim 31, wherein a plurality
of predetermined features indicative of a plurality of objects
are mapped to at least one of a plurality of locations, a plu-
rality of view directions, and information related to the plu-
rality of objects in an object database.

38. The wearable computer of claim 37, wherein the means
for determining the plurality of information en items corre-
sponding to the at least one object comprises:

means for selecting a plurality of candidate features from

the plurality of predetermined features based on the
location and the view direction;

means for identifying at least one of the candidate features

based on the extracted at least one feature; and

means for retrieving the plurality of information items

based on the identified at least one candidate feature.

39. The wearable computer of claim 38, wherein the plu-
rality of candidate features are selected if a difference
between the location and each of the plurality of locations
associated with the plurality of candidate features is within a
threshold.

40. The wearable computer of claim 38, wherein the plu-
rality of candidate features are selected if a difference
between the view direction and each of the plurality of view
directions associated with the plurality of candidate features
is within a threshold.

41. A non-transitory computer-readable storage medium
comprising instructions for providing object information for
a scene in a wearable computer, the instructions causing a
processor of the wearable computer to perform operations of:

capturing an image of the scene;

determining a location of the wearable computer and a

view direction of an image sensor of the wearable com-
puter;

extracting at least one feature from the image indicative of

at least one object;

determining a plurality of information items correspond-

ing to the at least one object based on the location, the
view direction, and the at least one feature;

selecting at least one information item of the plurality of

information items based on priority data; and
outputting the selected at least one information item.
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42. The medium of claim 41, wherein the plurality of
information items corresponding to the at least one object
includes information related to an occluded object in the
captured image.

43. The medium of claim 41, wherein determining the
plurality of information items corresponding to the at least
one object comprises determining information related to an
indoor scene of the at least one object.

44. The medium of claim 41, further comprising retrieving
the plurality of information items from the wearable com-
puter.

45. The medium of claim 41, further comprising retrieving
the plurality of information items from an external device.

46. The medium of claim 45, wherein the external device
includes at least one of a mobile device and an external server.

47. The medium of claim 41, wherein a plurality of prede-
termined features indicative of a plurality of objects are
mapped to at least one of a plurality of locations, a plurality of
view directions, and information related to the plurality of
objects in an object database.

24

48. The medium of claim 47, wherein determining the
plurality of information items corresponding to the at least
one object comprises:

selecting a plurality of candidate features from the plurality

of predetermined features based on the location and the
view direction;

identifying at least one of the candidate features based on

the extracted at least one feature; and

retrieving the plurality of information items based on the

identified at least one candidate feature.

49. The medium of claim 48, wherein the plurality of
candidate features are selected if a difference between the
location and each of the plurality of locations associated with
the plurality of candidate features is within a threshold.

50. The medium of claim 48, wherein the plurality of
candidate features are selected if a difference between the
view direction and each of the plurality of view directions
associated with the plurality of candidate features is within a
threshold.



